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Annotating as a partial label can reduce annotation cost for multi-label 

classification. 

It enables us to collect large-scale multi-label dataset with relatively 

small effort. (e.g. JFT-300M, InstagramNet-1B)

Assuming unobserved labels as negative (AN) introduces noisy

supervision which may hamper the model learning.

Main idea : Reject or correct large loss samples during training!

Introduce the weight term      in a standard BCE loss function

0) Naive AN (Vanilla BCE) : 

1) LL-R (Large Loss - Rejection) : 

2) LL-Ct (Correction) : 

3) LL-Cp (Correction) :                           

Our proposed methods achieve state-of-the-art performance both on

artificially created & real partial label datasets!
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More analyses…

Qualitative results Labelling efficiency
(corrected labels on LL-Ct)

Model explanation                                Pointing game

[a] : full label; [b] : partial label; [c] : AN target with false negative

When training a model 

with noisy AN target, 

the model first fits 

into clean label

and then gradually fits 

into noisy label!

We can discriminate 

whether a specific 

sample is noisy with 

its loss value!

(before training finish)

Define AN target where

with

Our code is also available at 

ResultsIntroduction

Our key observation : Memorization effect

(temporary)

(permanent)


